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Outline of This Talk FUjiTSU

B FEFS Development towards Exascale
® Exascale File System Design
® Exascale Storage Design
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Fujitsu's FEFS Development towards Exascale rujirsu

B Fujitsu will continue to develop Lustre based FEFS to
realize the next generation exascale systems.

® Needs continued Lustre enhancements

B FEFS already supports Exa-byte class file system size
®mHowever, several issues to realize real Exascale file system

HTopics
mExascale File System Design
mExascale Storage Design
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Exascale File System Design FUjiTSU

B K computer File System Design
® How should we realize High Speed and Redundancy together?
® How do we avoid I/0 conflicts between Jobs?
M These are not realized in single file system.
*Therefore, we have introduced Integrated Layered File System.

W Exascale File System/Storage Design
® Another trade off targets: Power, Capacity, Footprint

*Difficult to realize single TEB and 10TB/s class file system
in limited power consumption and footprint. —————

® Third Storage layer for Capacity is needed: Loeel Fie Sysiem
Three Layered File System ——————

. Global File System
*Local File System for Performance
*Global File System for Easy to Use Archive File System
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The Next Integrated Layered File System Architecture B
for Post-peta scale System (Feasibility Study 2012-2013)  FUIBU

W Local File System o(10PB): Memory, SSD, HDD Based

m Application Specific, Existing FS, Object Based, etc..
® Global File System o(100PB): HDD Based

® Lustre Based, Ext[34], Object Based, Application Specific etc..
® Archive System o(1EB): HSM(Disk+Tape), Grid, Cloud Based

® HSM, Lustre, other file system
Thousands of Users

Compute Nodes 4U' § Othert- | i
: rganization
AT Login : Systems
High Speed for Application Server —

— |

Shared
Usability ‘ High Capacity & Redundancy
& Interoperability
Application Specific Lustre Based HSM. Other Shared FS.
EXiStiﬂg FS TransgarentData Access > Gl'ld or CIOUd Based

Object Based
Job Scheduler
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Exascale Storage System Design FuUjfTsu

B Requirements:
mElectric Power and Space including Computing System
and Storage
*Total Limitation of Electric Power: 30-40MW
*Total Limitation of Space: 2000m2

WElectric power for storage system must be minimized
because most of the power should be used for
computing.

*Power Consumption of Storage System: Less than TMW (as
assumption)

M Basic Estimation for Device Design as First Step
®Only Media Device Estimation using Actual Device Parameters
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Current Disk Media Parameters: 2016 FUjiTSU

Seagate |Cap.| Power W |R Perf.| AFR |Price$
(TB) (Idle) (GB/s) | (%)
SATA3.5 10.0 845 0254 0.35

SAS 2.5 1.8 7.8(4.5) 0.241 044 200(0-9T)

PCle SSD 3.2 5.93(4.38) 1.9 0.35 9.7K
(W0.85)

SATA 3.5inch: Seagate Enterprise Capacity 3.5 10TB
SAS 2.5inch: Seagate Enterprise Performance 10K
SAS SSD: Seagate 1200.2 SAS SSD

m Only disk media factors were calculated
® Not included: additional parity and spare disks, servers, etc..
m Calculating # of Racks
m 840 Disks on 1 Rack for 3.5 inch Disks (4U 84drive, 40U 1 Rack)

n 25%8 Disks on 1 Rack for 2.5 and SSD Disks (3 times higher density than 3.5
inc
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10TB/s Storage Estimation FUjiTSU

Seagate |Cap. Power |# of Faults
PB) (W) Racks lday

SATA 3.5 0.3M 0.37
SAS 2.5 74 0.3M 17 0.50
PCle SSD 16.8 0.03M 3 0.05

M Rack space and Power are becoming issues to solve.
® Recovery of RAID must be done within a day for SATA3.5 case.
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1EB Storage Estimation FUTSU

Seagate |Perf.(T [Power |# of Faults
B/s) (W) Racks lday

SATA 3.5 25.4 0.8M 0.96
SAS 2.5 134 4.3M 221 6.7
PCle SSD 594 1.9M 125 3.0

® Power, Rack Space, and Faults per day are problems.
® Power consumption becomes impact to realize, rack space also huge.
® RAID 6 is not enough

W Difficult to realze1EB storage by using disk and SSD drive.
® (Cold Storage and Cloud Wide Storage are options to use.

® Evolutional improvement will be needed, not only computing
node, but also storage media.
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Issues and Directions for Exascale Storage FUjiTSU

Hm10TB/s is able to Realize, 1EB is difficult because of
Power and Faults/day issues.
®Power consumption becomes impact to realize.
*MAID (Massive Array of Idle Disks) , Tape Storage
®RAID 6 is not enough:
*RAID 6+1,6+5,6+6
*Dynamic Disk Pools (DDP) by NetAPP

B Another Required Storage: Large Capacity with low
power consumption such as HSM (Tape/Cloud Based)

® Add third storage as capacity storage based on HSM to realize
1EB storage, and realize T00PB as global storage.
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T£8E vs. XTELPE 4 DTrade Off FUjiTsu
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J714IV 77 X %8emE _E FUJiTSU

M Increasing Meta Data Access Performance
W Parallelized MDS: DNE
® Distributed Meta Data Processing: System Level or User Level

B Increasing User Data Access Performance
®ncreasing File I/0 Performance using system call
®Increasing Lustre Client File 1/0 Performance
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Increasing Meta Data Access Performance FUJITSU
H Multiple MDS(Lustre DNE)

M Pros:
eIncreasing Meta Data performance on shared file system
W Cons:

*Requiring additional hardware resource: MDS, MDT
Scalability is limited to hardware resource

B Loopback

™ Pros:
*Completely Scalable Meta Data performance for rank local access
*No additional hardware
m Cons:
eUnable to share among the other nodes
» Additional Ext3 file system and Loopback Layer Overhead
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Distributing Meta-access by Loopback Device FUJITSU

B Move meta-operation from MDS to compute nodes utilizing
loopback device.

® Loopback device can be used as dedicated local disk.

® meta-access is closed inside of the compute node.
* MDS accesses doesn’t occur in meta-operation such as open/close.

. Used as local disk

PR (. 'V N, g

Meta data access mount Meta data access
7

No meta-access |00pbaCk file
from compute nodes (formatted by ext3)
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Single Node File Access Performance

on K computer
m Single Node File Write/Read Performance by iozone

W Loopback based file system achieved better performance
at small file size by file system cache

o)
FUJITSU

Iozone Write Performance (64KB 10 Block) 2000 lozone Read Performance (64KB 10 Block)
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Collaborative work with RIKEN on K computer
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Total Meta Data Access Performance

o)
FUJITSU

B Loopback Based Local FS Dramatically Scales over 9,000 Nodes!
m Create 26K ops/node, unlink 37K ops/node by mdtest 100 files/node

®m Providing higher constant meta data access performance for each node
Collaborative work with RIKEN on K computer
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MDS CPU Load Comparison (Before vs. After)
Longtime evaluation except maintenance time(2013/12-2015/2)

m MDS Load average per hour: about 1/3.5
B Peak occurrence times per day(Over 50%,70%): less than 1/30

o)
FUJITSU

Some Large Class .
S 616 e v large:loopback m Average per Hour Moving Average 24 Hours
Rank L. Ippy 100 small:non-loopback
ank Local —20 17
: :E:f | pftert |\ Jergloonback After2 )
File System ”w—ﬂ: \lsfall:loopback
80
o .
60
50 |
40
20 \ |, [ i
0 Ll i T (R ATy N W
10
Need to add some 0
option to use FSSY SR~ S SR Y SN S SN TN SN < SN SN S SR S SN SR N R Y I S
P L R I L N I L R R I, L L R L I LU U R R S L v
loopback based ISAECAR R I G A A M R R A A R R I U RIS
k di M e ¢ @ > P @ @@ @ W W W W W
rank directory R NN M R S N S A A I M R A MR MR M SO NI
S S S S S S S R S S M S S O SIS A S S S S S S

Before Afterl: After2: After
-13/12/27 | -14/6/29 | -15/2/28 | (Al)

Average MDS

Piv) 25.1| 821 6.36| 7.13
Over 50%

e > 232 012 0.02| 0.06
Over 70% 0.68| 0.04| 0.00| 0.02

Times per day

Collaborative work with RIKEN on K computer 17 Copyright 2016 FUJITSU LIMITED



User Level Approach for Metadata Performance  rujirsu

B Reduce metadata access to MDS by user level library

® Provide intermediate layer to absorb metadata access between compute
node and file system

B File Composition Library by RIKEN AICS

.. . - Proc Proc Proc Proc
Orlglnal |f0 Proc Proc Proc Proc File Composition

P 1

File Composition Library

0
file || file || file |(file
aggregate file .
EEER

The library
manages meta-
information of
each file.

Metadata server has to manage the large
number of files

Reference: http://www.sys.aics.riken.jp/ResearchTopics/ScalableFileSystem/FileComposition.html

Metadata server manages
only the aggregate file.
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Increasing User Data Access Performance FujfTsu

Bincreasing File 1/0 Performance using system call

W Linux VFS Issues
®Many Core Processor Issue

mincreasing Lustre Client File 1/0 Performance
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Increasing File 1/0 Performance using system call  rujirsu

M Linux VFS Issues

M|ssues:
*User Space to Kernel Space Copy by Page Size Basis
*Write() system call needs to fd write lock
mSolution
*Needs to Increasing Page Size
»Uses DIRECT 1/0: Current FEFS Zero-Copy transfer.
B Many Core Processor Issue
M|ssue:

*Single Core Copg Performance > Interconnect Bandwidth: Copy
performance is bottleneck

mSolution:
* Multi-Threaded Copy with elimination of fd locks
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Background ol High Performance Communication
on Many Core Processor for Exa-scale MPI

B Communication Bandwidth of Interconnect continues to
increase:

mTofu(5+5)GB/s x &4 > Tofu2(12.5+12.5)GB/s x 4
® Multiple RDMA engines: 4 RDMAs on Tofu and Tofu2

mSingle CPU Core Processing Frequency will not increase
dramatically because of Power Wall

W This is because many core CPUs become to use widely
mXeon Phi: around 1GHz, FX10: 1.8GHz

0
FUJITSU

B The problem is memory copy performance of single CPU
core will not increase dramatically!
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Issues ol Single Core Memory Copy Performance
Limitation on MPI

B Two Major Issues in case of
Network Bandwidth >Single CPU Copy Bandwidth:

mSimple Intra-Node Communication

0
FUJITSU

*Simple Communication such as MPI_Send, MPI_Recv

® Collective Communication especially handling multi-rail network
*Simple Communication such as MPI_Bcast
*Communication with Arithmetic Computation such as MPI_Reduce

M Solution

®m Hardware Offload: DMA Engine, Loopback Data Transfer
® Multi Threaded Communication Processing
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Xeon-Phi Case: MVAPICH2-MIC FUjiTSU

® MVAPICH2-MIC: A High-Performance MPI Library for Xeon Phi

Clusters with InfiniBand, by Sreeram Potluri at Extreme Scaling
Workshop, August 2013.

http://nowlab.cse.ohio—state.edu/publications/
conf-presentations/2013/Sreeram—XSCALE13.pdf

m Approach:

mShort Message Size: Using CPU Copy
®Long Message Size: Using SCIF(DMA Engine)

M Results:

® Pros: Simple Intra-Node Performance

® Cons: DMA engine Resource Bottleneck in case of number of processes
Communication with Arithmetic Computation

® Multi Threaded Communication Processing will be needed
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Xeon Phi Case: MVAPICH2-MIC Solution FUjiTSU

http://nowlab.cse.ohio—state.edu/publications/conf-presentations/2013/Sreeram—XSCALE13 ¢
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Xeon-Phi Case: MT-MPI FUJITSU

B MT-MPI: Multithreaded MPI for Many-core
Environments, Min-Si at I(S-14, June 2014

http://www.il.is.s.u—tokyo.ac jp/ msi/pdf/ics2014—mtmpi.pdf

B Approach: Multi Threaded Communication Processing by
OpenMP

® Derived Data Type Processing for Pack, Un-pack
® Shared Memory Communication for Long Messages

M Results:

® Pros: Higher Performance
®(Cons: Depending on number of Idle Threads
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Improving Single Client Process Write Performance rujirsu

B Important for clients to write a large amount of data such as checkpoint file

B [ssue

m Striping isn't effective to improve single process 1/0 performance
* There're some bottlenecks in Lustre’s cache method using dirty buffer for each OST

® QOur Approach

® write returns immediately after copying user data to kernel buffer internally
® Dedicated /0 threads transfer data from the buffer to 0SS/OSTs in parallel,

therefore write throughput dramatically improves from user perspective

. . N
User application

Client

| user buffer |<___>f Wrilte() ]:Dcopy&return ]
' I

J/

User space

| user buffer |<____>[ wrilte() ]:Dcopy&return ]
i vV

write buffer 3

Kernel space

I/0 thread

ervers

0SS/0ST

>

0SS/0ST

>

0SS/0ST
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Improving Single Process Write Performance  rujirsu

W Lustre 2.6.0 vs. prototype (Lustre 1.8 base)

m 0SS/Client
® CPU: Xeon E5520 2.27GHz x2
® |B: QDR x1
m OST B Result
® ramdisk x4 B Lustre 2.6.0 0.9~1.0GB/s
m [OR ® Prototype 2.2~2.9GBI/s
[ | 1—proce55 IOR on Single Client
3.5
30 E m FEFS -I_ust;a;.ﬁ.[) 2.9
Client
| 1.0
| QDR IB SW ]
| | | g
MDS 0SS | | OSS | x4 " si2kB | IMIB | 2MiB | 4MiB
Transfer size
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R D7 I 2\ 4P 1E FUjiTsu
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Client QoS (Quality of Service)

B Provides fair-share access among users on a single Lustre client

M |ssue

o)
FUJITSU

® 1/0 heavy user degrades I/0 performance of other users on the same node

B Approach

® Restricts the maximum number of meta and I/0 requests issued by each user
* Prevents a single user occupies requests issued by the client
M Restricts the maximum amount of dirty pages used by each user
* Prevents a single user occupies client cache and write requests of other users are

blocked

WITHOUT QoS

Login node

Client cache

Data

User A @

User B @—»x

Data

Data

Data

Blocked!

VVVY

Lustre
Servers

Request control

Imv_intent_lock(), Il_file_io_generic()
WITH QoS Cache control
osc_enter_cache_try()
Login node _L _LCIient cache
—(J] |2
o
User A @—P ] g » Lustre
— 5 Servers
E =
UserB@—»g—»é» >
S
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Client QoS: Efficiency FUJITSU

M Test pattern

® dd if=/dev/zero of=/mnt/fefs/out.dat bs=1048576 count=2000
m User A: dd x1

® User B: dd x1~20
M Result
® Processing time of User A is kept almost constant

__ 400 -

g 39 [ ==WI0 QoS ~ X Execution time

< g LW / becomes very long
w F

ﬁ -

= L

5 )y

-] -

E C

'ag 100 £ //

= /‘__.___ (DExecution time is
& oo : : : | almost kept constant

0 5 10 15 20
#of concurrencies of dd by User B

wusermax=2
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B System Limits
m Concern: File system capacity must be exabyte class
*e.g. One of exascale application “COCO” could output 860PB per job
m Approach: Increase the logical upper limits
* At least, eliminate restriction caused by 32-bit data length
B Memory Usage
®m Concern: secure the certain amount of memory space on the
clients for computations

» Compute node of K computer ran out of memory only by mounting file
system

» We reduced memory usage drastically for K computer (reported at LAD12)

m Approach: Controlling memory usage strictly (e.g. page cache)
* Break away from scale dependency (e.g. number of OSTs)
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Power Consumption Reduction FUjiTSU

B Concern: Reduce power consumption of extreme large storage
systems

B Approach: Introduce low power device in hierarchical storage
system

*e.g. SSD for 1st layer (fast job 1/0 area), Tape device for the bottom layer (archive
area)

® And stopping hardware such HDDs in the storage devices, part of 0SSs, etc
* MAID for HDD (MMP prevents to use this)
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